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 Air pollution may be described as contamination of the 

atmosphere by gaseous, liquid, solid wastes or by-products that 

can endanger life, attack materials and reduce visibility. 

 

 Air pollution worldwide is a threat to human health and the natural 

environment. 

 

 Air pollution can be caused due to the burning of wood, coal, oil, 

petrol, or by spraying pesticides. 

 

 The air pollution index (API) is highly important for measuring 

the air quality  in the environment.  
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Introduction  



Introduction  

 The API in Malaysia has been established by the Department of 

environment . 

 

 The API is determined based on the highest average value of 

individual indices for all the variables, which include (SO2, NO2, 

CO, O3, and PM10) at a particular hour.  

 

 A Markov chain is a random process where all information about 

the future is contained in the present state.  
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Introduction  



Study area and dataset 

 A case study is conducted based on hourly API values from Klang 

City, Malaysia for the period of three years (2012 – 2014). 

 

 The observed air pollution data that takes on values in the range from 

0 to ∞ are classified into a five-state Markov chain. S={A, B, C, D, 

E}. 
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 This paper accomplishes three main objectives, as follows: 

 

 Provide the Markov chain model for describing the dependence 

behavior of API data. 

 Determine the long-run proportion of API data . 

 Determine the mean return time for each status of air pollution data. 

 

 In summary, this research addresses the following research question: 

Q1: Can Markov chain model be utilized to describe the stochastic 

behavior of air pollution? 
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The Objectives of the Study   



Research Methodology  

 In this study, we discussed DTMC model for describing the probabilistic 

behavior of air pollution states . 

 

 The behavior of the air pollution can be classified as a stochastic process 

X = {Xm , m = 0, 1, 2, ... , N}. 

 

 A Markov chain is a model in which the value of Xm depends only on the 

previous value of Xm-1.  

 𝑝𝑖𝑗 = 𝑃(𝑋𝑚+1 = 𝑗|𝑋𝑚 = 𝑖, 𝑋𝑚−1 = 𝑖𝑚−1, … , 𝑋0 = 𝑖0)  

                         = 𝑃(𝑋𝑚+1 = 𝑗|𝑋𝑚 = 𝑖) 

,  for all  𝑚, 𝑗, 𝑖, 𝑖0, 𝑖1, ⋯ 𝑖𝑚−1  in S ,   for all    m =0,1,2,…,N. 
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Research Methodology  

 TRANSITION MATRIX AND DIAGRAM 

Assuming the states are 1, 2,⋯, r, then the state transition matrix of a Markov 

chain can be written as following 
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The quantities 𝑝𝑖𝑗   need to satisfy the conditions 𝑝𝑖𝑗  ≥ 0, and for all i, j, 
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Research Methodology  

 TRANSITION PROBALILITY 

Finding the probability of going from state i to state j in n-steps, i.e,  

 𝑝𝑖𝑗
(𝑛)
= 𝑃 𝑋𝑛 = 𝑗 𝑋0 = 𝑖 , for  𝑛 = 0,1,2,⋯ , 

 CLASSIFICATION OF STATES  

Accessible state ,Communication state, recurrent state ,irreducible state, 

periodic ,aperiodic and ergodic Markov chain . 

 LIMITING DISTRIBUTION  

𝜋𝑗 =  𝜋𝑗𝑃𝑖𝑗
𝑆
𝑖=1  ,             𝜋𝑗𝑗∈𝑆 = 1. 

 MEAN RETURN TIME 

   𝑟𝑗 = 1/𝜋𝑗      ,            𝑚𝑖𝑗= 1 +  𝑝𝑖𝑘𝑚𝑗𝑘𝑘≠𝑗   
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Results and discussion 
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 Descriptive statistics of observed API data 

 

 

 Transition probability matrix of API values 

 
States:      A                   B                      C                     D                     E 

A     0.96383809     0.03616191    0.00000000    0.000000000    0.00000000 

B     0.02239234     0.97588517    0.00172150    0.000000000    0.00000000 

C     0.00000000    0.03391960    0.962311558   0.003768844    0.00000000 

D     0.00000000    0.00000000    0.085714286   0.828571429    0.08571429 

E     0.00000000    0.00000000    0.000000000   0.047619048     0.95238095 

Mean S.D Min Max API<100 API>100 API>200 API>300 

56.9 25.13 7 495 0.965176 0.0339872 0.0037256 0.002395 



Results and discussion 

 Transition Diagram of API Values 
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Results and discussion 

 Time series plot for the data of 

API values 
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 Histogram of API values 



Results and discussion 
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 The system of linear equations for limiting distribution  is  

Equations  
Number of 

equation 

    

𝜋1 = 0.96383809 𝜋1 +  0.02239234 𝜋2                                                       (1)  

𝜋2 = 0.03616191 𝜋1 + 0.97588517𝜋2 +  0.03391960 𝜋3                         (2) 

𝜋3 = 0.00172150  𝜋2 + 0.962311558 𝜋3 + 0.085714286 𝜋4                    (3) 

𝜋4 =  0.003768844  𝜋3 + 0.828571429 𝜋4 + 0.047619048 𝜋5                 (4) 

𝜋5 = 0.08571429 𝜋4 +  0.95238095 𝜋5                                                       (5) 

𝜋1 + 𝜋2 + 𝜋3 + 𝜋4 + 𝜋5 =   1                                                                         (6) 



Results and discussion 

14 

 

                               

























5

4

3

2

1











 j =























00239768.0

00133204.0

03029456.0

59656680.0

36940890.0

     

 By solving the system of linear 

equations we obtained the steady 

states or the limiting Distribution 

of API data 

 The mean return time for each 

states can  be calculated by 

reciprocal the limiting distribution 

𝜋𝑗. i.e 

𝒓 =
1

𝜋𝑗
  for all j ∈ S 

 



Results and discussion 

15 

 The mean return time from any state i to state j (from the healthy 

states to unhealthy states or from unhealthy states to healthy states) is 

shown in the following matrix  
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 Histogram plot for observed and 

simulated data 

 Time series plot for observed and 

simulated data 

Simulation 
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Results and discussion 

 Comparison of statistical properties between the observed 

states and simulated states 

 

Simulation 

Statistical properties Observed states Simulated states 

Mean 1.6700502 1.6655642 

Standard deviation 0.5642186 0.5518739 

Variance 0.3183426 0.3045648 

Kurtosis 2.0327917 2.05871656 

Skewness 0.4817832 0.4782365 



 Proportion and number of hours from the  of observed and simulated states 
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Simulation 

 Additionally, the coefficient of determination 𝑅2is found to be as 0.9567. 

Almost 95.6% of the data can be  described by the Markov chain model.  

Class of 

API 

Observed states Simulated states 

Proportion number of hours Proportion number of hours 

API≤100   0.9660    25410 0.9745  25634 

API>100 0.0339  894 0.0254 670 

API>200 0.0037  98 0.0035 93 

API>300 0.0023  63 0.0028 74 



 The sequence data of the air pollution state is suitable to be fitted with 

Markov chain model.  

 

 There is a quite small risk of observing API values in Klang, although 

the risk remains troubling and thus should be considered. 

 

 The value of R2 is very large, which indicated that most of the observed 

data can be described by the Markov chain model.  

 

 The results of this study indicate that the Markov chain model is very 

useful for describing the probabilistic behaviors of air pollution data.  
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Conclusion 



 Markov chain model preserves a similar frequency between the observed 

data and the simulated data. 

 

 The formulated Markov chain model had shown its flexibility to deal with 

API hourly data.  

 

 The air quality standard in Klang lies within an acceptable limit and 

controllable condition.  
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Conclusion 
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