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Abstract: Income in Malaysia is categorized into three classes: B40, M40, and T20. 

According to the Department of Statistics Malaysia (DOSM) in 2022, the average incomes 
for these groups are RM3,401 for B40, RM7,971 for M40, and RM19,750 for T20. Within 
each income group, there are further subcategories, with poverty primarily affecting the 
B40 group. Poverty status is determined by the Poverty Line Income (PLI), which has 
shown a significant increase over the years. The PLI rose from RM960 per month in 
Peninsular Malaysia in 2016 to RM2,208 in 2019, and by 2022, an income below RM2,589 
on average was considered poor. 

Given the rising trend in the Malaysian PLI, this research aims to identify the 
determinants of poverty using the 2019 Household Income & Expenditure data provided 
by DOSM. The study conducts a comparative analysis using three statistical modelling 
methods: model selection, model averaging, and variable selection model averaging. The 
findings highlight the key factors contributing to poverty based on the final best model. 

 
Keywords:  
Logistic Regression; Model Averaging; Model Selection; Malaysian Poverty 
 

1. Introduction:  
Poverty in Malaysia is determined by poverty line income which was revised once in 
several years. It is revised to ensure that the poverty measurement is in line with 
Malaysia’s economic development. Incident of poverty reported by (DOSM, 2020) figured 
that poverty incidence had increased from 405.4 thousand in 2019 to 639.8 thousand in 
the following year. By the increasing poverty rate, Malaysia has come out with a prosperity 
vision which aims for a poverty eradication in year 2030 through job opportunity and 
career progression plan (Percetakan Nasional Malaysia Berhad. 2020).  

Previous study by (Saidatulakma 2014 and Aisyah et al. 2019) summarized similar 
poverty factor which are state, household age, household gender, household marital, 
household education, household activity, household size and net income. Referring to 
household education and activity, most of B40 head of household tends to have poor 
education thus results in having lower-level job positions or might even be unemployed 
(Darshana et al. 2021). Besides that, states with most rural areas such as Sabah and 
Sarawak are more prone to poverty when compared to states which is more developed in 
industries and had more job opportunities. 
According to Khaled et al. (2020), increasing incident of poverty will impact the individual 
life expectancy. Factors such as employment and income have strong correlations with 
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health, thus relates with persons longevity. Higher poverty percentage in a country will 
also contributes to malnutrition due to lack of necessary daily nutrition intake (Faareha et 
al. 2020). 
To prevents worst poverty impact from becoming reality, Malaysian government had come 
out with poverty eradication plan since 1996 which is called as Seventh Malaysia Plan 
(Economic Planning Unit, Prime Minister Department Malaysia, 2017). The plan includes 
the development of Bumiputra Commercial and Industrial Community which focus on both 
rural and urban areas. This research intended to help policy makers in Malaysia in 
organizing strategies to eradicate poverty by summarizing the most influential 
determinants of poverty in year 2019. 
 

2. Methodology:  
Three types of modeling techniques were applied to the household data which are logistic 
regression using model selection, model averaging, and a newly proposed method named 
variable selection-model averaging. Two popular information criteria, the Corrected 
Akaike Information Criterion (AICc) and the Bayesian Information Criterion (BIC), were 
used to determine the most parsimonious model. Additionally, Brier scores were 
computed to compare the predictive performance of each modeling method. 

Logistic regression is a statistical modelling technique specifically designed for 
working with binary outcomes data where the respondent variable is taking on value 1 
(Yes) and 0 (No).The basic general model of logistic regression was defined by (Kutner 
et al., 2008). Unlike regression which with a continuous number for dependent variable, 
logistic regression presents the binary response variable in form of probability which falls 
between 0 to 1. For example, probability of 0.7 will explain that there are 70% chances of 
“Poor” and remaining 30% “Not Poor” to occur based on the coefficient and covariates.  

 

 
FIGURE 1: Model-building of Logistic Regression using Model Selection   
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Model selection refers to the procedure of selecting the best models from a set of 
candidate models.  Zainodin & Khuneswari (2010) summarized the procedure in model 
selection for linear regression into four phases. A similar procedure also can be applied 
to build logistic regression model and had been clearly explained step by step in 
(Khuneswari & Aisyah, 2018). Figure 1 summarizes the flows of model selection. 

Model averaging is another modelling approach which was created to overcome 
uncertainty issues in model selection. The idea of model averaging is to assign weights 
on all possible models, so that no variables are omitted. Independent variables with 
greater significance will receive more weight while less important variables will have a 
weaker weight. In other words, model averaging incorporates information and prediction 
from all possible models to produce final model with better accuracy while accounting for 
model uncertainty caused by variable removal in model selection. The common model 
averaging process starts from listing out all possible models until forming model using 
average coefficient and finally computing the Goodness-of-fit. Figure 2 visualizes the 
modelling flows in model averaging and the variable selection- model averaging. For the 
newly improvised method, the arrow with dashes is the proposed additional step by 
(Aisyah et al.2019). The modelling process will rerun until no more insignificant variables 
appear in the final model. 
 Finally, to determine the best predictive performance among models, Brier Score 
as in (Steyrberg et al., 2001) was used. The formula is similar with MSE but according to 
(Steyrberg et al., 2001), Brier Score range model from 0 (perfect) to 0.25 (worthless). 
Hence, Brier Score near to 0 indicated a better model and as it exceeds 0.25, the model 
is said to be worthless. 
 

 
FIGURE 2: Modelling using Model Averaging & Variable Selection Model Averaging 
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TABLE 1: Data Description 
Variables Description  

Y Poverty Status 
0: Poor 

 
1: Not Poor 

X1 Household Size  

X2 State 
1: Johor 
2: Kedah 
3: Kelantan 
4: Melaka 
5: Negeri Sembilan 
6: Pahang 
7: Pulau Pinang 
8: Perak 

 
9:   Perlis 
10: Selangor 
11: Terengganu 
12:  Sabah 
13:  Sarawak 
14:  W.P. Kuala Lumpur 
15:  W.P. Labuan 
16:  W.P. Putrajaya 

X3 Strata 
1: Urban 

 
2: Rural 

X4 Ethnic 
1: Bumiputera 
2: Chinese 

 
3: Indian 
4: Others 

X5 Gender 
1: Male 

 
2: Female 

X6 Age  

X7 Highest Certificate 
1: Degree/Advance  
2: Diploma 
3: Diploma / certificate 

4: STPM 
5: SPM/ SPMV 
6: PMR/SRP 
7: No Certificate 

X8 Activity Status 
1: Employer 
2: Government employee 
3: Private employee 
4: Own account worker 
5: Unpaid family worker 
6: Unemployed 
7: Housewife 
 

 
8: Student 
9: Government pensioner 
10: Private pensioner 
11: Elderly 
12: Persons with  
15: Others 

X9 Occupation 
1: Manager 
2: Professional 
3: Associate professionals 
4: Clerical support workers 
5: Services and sales workers 
6: Skilled agricultural 

 
7: Craft and related trades 
work 
8: Plants and machine 
operators  
9: Elementary occupations 
10: Not classified 

X10 Working Industry  
1: Agriculture, forestry and fishing  
2: Mining and quarrying 
3: Manufacturing 
4: Electricity supply 
5: Water supply 
6: Construction 
7: Wholesale and retail trade  
8: Transportation and storage 
9: Accommodation and food 
services 
10: Information and communication 
 

 
11: Financial  
12: Professional 
13: Administrative  
14: Public administration  
15: Education 
16: Human health  
17: Arts 
18: Other service activities 
19: Household as employers 
20: Organizations  
21: Industries not classified 

 

The data of Household Income & Expenditure 2019 utilized in this study is the courtesy 
from Department of Statistic Malaysia (DOSM). This data comprises of 16354 samples 
with ten variables as summarized in Table 1. The poverty status for each sample is 
determined by comparing head of household income with Malaysian poverty line income 
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(PLI) provided by DOSM in year 2019 which is RM2208 (DOSM, 2019). Household 
income which falls under this PLI is considered poor.  
  

3. Result:  
General overview regarding poverty in Malaysia as well as areas that was most affected 
by poverty were visualized using several graphs.   
 

 
FIGURE 3. Percentage of Poverty 

 
FIGURE 4. Poverty based on Strata 

 

 
FIGURE 5. Poverty based on States 

 

Out of 16534 sample for head of household data in Malaysia, 14% or 2349 respondents 
have income below Malaysian’s poverty line income. Examining the data in Figure 3, it is 
evident that within this 14%, the majority come from urban areas. However, when 
comparing the sample sizes of each stratum, 27% of individuals in rural areas are living 
in poverty, whereas only 10% of those in urban areas are affected by poverty. Relating 
the results from Figure 4 and Figure 5, the urban areas or areas with most industries such 
as Kuala Lumpur, Labuan and Putrajaya have slight to no poverty whereas Sabah & 
Sarawak which have the most rural areas in Malaysia have a significant number of 
poverties compared to other states. 
Table 2 compares the predictive performance among models by using Brier Score.  

 
TABLE 2: Predictive Performance 

Modelling Methods Selection Criteria Brier Score 

Model Selection Backward Selection 0.10008 
Model Averaging AICc 0.10001 
Model Averaging BIC 0.10015 
Variable Selection-Model 
Averaging 

AICc 0.10002 

Variable Selection-Model 
Averaging 

BIC 0.10015 

 
The outcomes demonstrate that both best model formed using model averaging and 
variable selection model averaging with AICc slightly have better compared to model bulit 
by using model selection. When evaluating predictive performance between information 
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criteria, both traditional model averaging and the proposed method shows a better 
performance when using AICc as the selection criteria. 
 

TABLE 3: Final Model 
Modelling Methods Models 

Model Selection �̂� =    1 248     3426𝑿𝟏 +   88162𝑿𝟑    164 13𝑿𝟒 
  33862𝑿𝟓     1688𝑿𝟔 + 𝑿𝟕 +   116 2𝑿𝟖 

+   7489𝑿𝟗 
 

Model Averaging (AICc) �̂� =    1 89    33 𝑿𝟏 +     4676𝑿𝟐 +   8819 𝑿𝟑 

   16437𝑿𝟒 +   344  𝑿𝟓    1671𝑿𝟔 

+  116 8𝑿𝟕 +    7  67𝑿𝟖+   2 4 2 𝐗𝟗
+     16  𝐗𝟏𝟎 

Model Averaging (BIC) �̂� =    1  72    3 8𝑿𝟏 +     4712𝑿𝟐 +   8799𝑿𝟑 

   16862𝑿𝟒 +   3898 2𝑿𝟓    1   𝑿𝟔 

+  117 49𝑿𝟕 +    79 96𝑿𝟖 

+  2   64𝐗𝟗 +     16 7𝐗𝟏𝟎 

Selection-Model Averaging 
(AICc) 

�̂� =    1 248    338𝑿𝟏 +   88131𝑿𝟑    16  8𝑿𝟒 

+  34  82𝑿𝟓     167𝑿𝟔 +   116 3𝑿𝟕 +    7 48𝑿𝟖 

+  2   1 𝐗𝟗 

Selection-Model Averaging (BIC) �̂� =    1  2     3 8𝑿𝟏 +   8799𝑿𝟑    1686𝑿𝟒 

+  389 2𝑿𝟓     1   𝑿𝟔 +   117  𝑿𝟕 +    791𝑿𝟖 

+  2   8𝐗𝟗 
 

Referring to Table 3, for both information criteria, variable selection model averaging had 
eliminated three insignificant variables which are 𝑋𝟐: State and 𝑋1 : Working Industry.  
 

4. Discussion and Conclusion: 
By examining the results of predictive performance, it is found that the predictive accuracy 
value had a slight difference between model averaging and variable selection model 
averaging. If the decimal values are rounded to one decimal place, the error would be 
identical. Several past studies have argued that model selection introduces uncertainty in 
parameter estimates (Schomaker & Heuman, 2014). Burnham and Anderson, 2002 
developed model averaging to cater the under-estimation issues, hence averaging is a 
more preferred modelling technique. 

Based on the result, since the accuracy value for model averaging and variable 
selection-model averaging is similar, the best model can be determined by the 
researcher’s objectives of study. If the aim is to point out the determinants or most 
contributing covariates, variable selection model averaging using AICc can be applied. 
Hence, the most preferred model is  

 

�̂� =    1 248     338𝑯 𝑺𝒊𝒛𝒆 +   88131𝑺𝒕𝒓𝒂𝒕𝒂    16  8𝑬𝒕𝒉𝒏𝒊𝒄 
+  34  82𝑮𝒆𝒏𝒅𝒆𝒓     167𝑨𝒈𝒆 +   116 3𝑪𝒆𝒓𝒕𝒊𝒇𝒊𝒄𝒂𝒕𝒆 +    7 48𝑨𝒄𝒕𝒊𝒗𝒊𝒕𝒚 

+  2   1 𝐎𝐜𝐜𝐮𝐩𝐚𝐭𝐢𝐨𝐧 

 

Based on the best model, there are eight determinants of poverty which are household 
size, strata, ethnic, head of household gender, head of household age, head of household 
activity status, certificate and head of household type of occupation. The results are 
almost similar with factors of Malaysian poverty in 2016 by (Aisyah et al., 2019) except for 
marital status. Apart from the final model, the descriptive statistics had visually proven 
strata as one of the reasons of poverty among Malaysian. 

Overall, this study conducted the application and comparison between three 
logistic regression modelling methods on household income and expenditure data to 
highlight the determinants of poverty in Malaysia for the year 2019. In statistics fields, this 
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research offers an improved modelling method which helps in reducing model uncertainty 
and summarizes contributing factors at the same time. Also, this paper offers insights to 
policymakers for designing programs aimed at alleviating poverty in Malaysia based on 
the highlighted determinants. 
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